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Abstract. The topological data of a finite group G acting conformally on a compact Riemann
surface is often encoded using a tuple of non-negative integers (h;m1, . . . ,ms) called its signature,

where the mi are orders of non-trivial elements in the group. There are two easily verifiable
arithmetic conditions on a tuple which are necessary for it to be a signature of some group action.

We derive necessary and sufficient conditions on a group for the situation where all but finitely

many tuples that satisfy these arithmetic conditions actually occur as the signature for an action
of G on some Riemann surface. As a consequence, we show that all non-abelian finite simple

groups exhibit this property.

1. Introduction

A finite group G is said to act conformally on a compact Riemann surface S of genus σ if there
is an injection

i : G ↪→ Aut(S)

into the group of conformal automorphisms of S. The question of which finite groups can act
conformally on a compact Riemann surface of genus σ (equivalently which groups exist as the
monodromy group of a regular branched cover) is an old one; see for example [15], and specific
knowledge of these groups and the corresponding monodromy has important applications in a
number of different areas. For example, knowledge of these groups and their monodromies can help
provide an explicit description of the equisymmetric strata of the branch locus in the moduli space
of compact Riemann surfaces of genus σ; see for example [1], [5] and [13]. As another example,
there is a natural correspondence between conjugacy classes of finite subgroups of the mapping class
group in genus σ and equivalence classes of conformal group actions on a smooth oriented surface of
genus σ (up to topological equivalence), so the study of conformal automorphisms provides insight
into the general structure of the mapping class group; see for example [3], [7], [12], and [18]. Further
examples of applications lie in the areas of inverse Galois theory [11], Shimura varieties [10], and
Jacobian varieties [19] and [20].

We say that a tuple (h;m1, . . . ,ms) is the signature of a finite group G acting on a compact
Riemann surface S of genus σ if the quotient surface S/G has genus h and the quotient map
π : S → S/G is branched over s points with ramification indices m1, . . . ,ms, called the periods. The
integer h is called the orbit genus of the action, while the numbers m1, . . . ,ms form the tail of the
tuple. When the tail has length zero, we write (h;−). Since there is no natural order to the branch
points in the quotient S/G, we will typically choose an ordering of the periods m1, . . . ,ms that is
convenient depending on the context (see the remarks after Theorem 2.1).
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Riemann’s Existence Theorem (see Theorem 2.1) provides arithmetic and group theoretic condi-
tions which are necessary and sufficient for a tuple (h;m1, . . . ,ms) to be the signature of G acting on
S. Outside of a few well known degenerate cases as outlined in Theorem 3.1, a tuple (h;m1, . . . ,ms)
satisfies the necessary arithmetic conditions of Theorem 2.1 if and only if its tail consists only of
non-trivial element orders from G. In particular, for any group G in which a complete list of orders
of elements in the group are known, all tuples which satisfy just the arithmetic conditions are easy
to compute. We call such tuples potential signatures, and each group has an infinite number of
potential signatures.

In contrast however, outside of some small genus examples or special families of groups (see
for example [5], [14] and the database provided in [4]) the potential signatures which satisfy the
group theoretic conditions of Theorem 2.1 are far less well understood. The issue is that testing
the group theoretic condition is much more difficult computationally than testing the arithmetic
conditions (and grows progressively more difficult as the group order or the length of the tail of
the signature grows), and so it is not currently possible to get the same complete information we
have for potential signatures. Indeed, the problem of determining which groups act with which
signatures and other related problems is part of a very active area of research, in no small part due
to the tremendous advances in computational power over the last few decades; see for example [1],
[8], [9], [17].

Since finding potential signatures is easy, but verifying when they are actually signatures is hard,
these observations lead to the following natural line of inquiry: are there any groups for which the
difference between potential signatures and actual signatures is finite? If G is a finite group which
exhibits this property, we shall henceforth say that G acts with almost all signatures, or simply G
is AAS.

The importance of AAS groups in the wider picture is the following. The genus spectrum of a
group G is the (infinite) set of integers S(G) = {σ1, σ2, . . . } such that for each σi ∈ S(G), there
exists a compact Riemann surface of genus σi on which G acts. In [16], Kulkarni showed that
each σi ∈ S(G) satisfies a simple congruence dependent on the order of G and its exponent and
moreover, there exists an integer ΣG, called the minimum stable genus of G (see [22]), such that
any σ ≥ ΣG which satisfies this congruence lies in S(G). Our work expands on Kulkarni’s work in
the following sense. If G is an AAS group, then there exists a σG ∈ S(G) such that for any σ ≥ σG
in the genus spectrum, G acts with all potential signatures on a surface of genus σ. That is, for any
σ ≥ σG, satisfaction of the arithmetic conditions for G to act on a surface of genus σ with signature
(h;m1, . . . ,ms) is sufficient for the existence of a group action with that signature. Thus for AAS
groups, finding the signatures with which they can act for the applications cited above becomes
much more straightforward.

In the following note, we produce necessary and sufficient conditions for when a finite group G
is AAS. As a consequence of these conditions, we show in Theorem 4.6 that all finite non-abelian
simple groups are AAS. We also provide deeper analysis of the structure of AAS groups including
an array of explicit examples, and we lay the groundwork for further inquiry into such groups.

2. Preliminaries

We start by recalling some basic facts about surfaces and group actions on surfaces, and fixing
some notation and terminology.

For a fixed finite group G, we let eG denote its identity. We define the order set of G as

Ord(G) = {|g| : g ∈ G \ 〈eG〉}
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where |g| denotes the order of g, and the set of generating orders as

GenOrd(G) = {n ∈ Ord(G) : G is generated by elements of order n}.

If Ord(G) = {n1, . . . , nr} for positive integers ni > 1, we shall assume n1 < n2 < · · · < nr. For a
given ni ∈ Ord(G) we define

Xni
= {g ∈ G : |g| = ni}.

We let [G,G] denote the commutator (or derived) subgroup of G, namely the subgroup generated
by all elements of the form [g1, g2] = g−11 g−12 g1g2 where g1, g2 ∈ G. Finally, we define

X[G,G] = {[g1, g2] : g1, g2 ∈ G}.

Though many of the classical results we shall use hold for any genus, the primary focus of our
work will be for genus greater than or equal to 2, since the finite group actions in genus 0 and 1 are
well known; see for example [21] and [23]. Henceforth, unless otherwise stated, assume the genus
σ ≥ 2.

The following modern adaptation of Riemann’s Existence Theorem, [5, Prop. 2.1], provides
necessary and sufficient conditions for the existence of a finite group G acting with signature
(h;m1, . . . ,ms) on a compact Riemann surface S of genus σ.

Theorem 2.1. A finite group G acts on a compact Riemann surface S of genus σ with signature
(h;m1, . . . ,ms) if and only if:

(1) The Riemann–Hurwitz formula is satisfied:

σ = 1 + |G|(h− 1) +
|G|
2

s∑
j=1

(
1− 1

mj

)
,

and
(2) there exists a word w =

∏h
i=1[ai, bi]

∏s
j=1 cj of elements of G of length 2h + s called an

(h;m1, . . . ,ms)-generating word for G which satisfies the following properties:
(a) G = 〈a1, b1, a2, b2, . . . , ah, bh, c1, . . . , cs〉,
(b) the order of cj is mj for 1 ≤ j ≤ s, and
(c) w = eG.

Note that condition (2) of Theorem 2.1 allows for the possibility that there are several differ-
ent actions for a given signature and group. Also, as observed in the introduction, there is no
natural order to the periods in the tail of a signature, so we can permute them as needed. On

the level of generating words, this is justified by the fact that if w =
∏h

i=1[ai, bi]
∏s

j=1 cj is an

(h;m1, . . . ,mi,mi+1, . . . ,ms)-generating word for G, then by letting c′i+1 = cici+1c
−1
i , the word

w1 =

h∏
i=1

[ai, bi]

i−1∏
j=1

cj

(c′i+1ci
) s∏

j=i+2

cj


is an (h;m1, . . . ,mi+1,mi, . . . ,ms)-generating word for G. With this in mind, when Ord(G) =
{n1, . . . , nr}, we will often write a signature as (h; [n1, t1], . . . , [nr, tr]) where the pair [ni, ti] denotes
ti copies of ni with ti ≥ 1 and excluding each term [ni, ti] when there are no periods equal to ni.

Remark 2.1. It is standard in the literature to use the existence of generating vectors rather than
generating words in condition (2) of Theorem 2.1. We use generating words since they allow us to
give a more concise and coherent presentation of our results.
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3. The Space of Potential Signatures

From Theorem 2.1, we see there are two arithmetic conditions necessary for a tuple (h;m1, . . . ,ms)
to be the signature of some finite group G acting on a compact Riemann surface S of genus σ ≥ 2:
(1) mi ∈ Ord(G) for each i, and (2) the Riemann-Hurwitz formula is satisfied for σ ≥ 2. This leads
to the following definitions.

Definition 3.1. Let G be a finite group with order set Ord(G) = {n1, . . . , nr}.
(1) For arbitrary non-negative integers t1, . . . , tr, a tuple (h; [n1, t1], . . . , [nr, tr]) is called a

potential signature for G if it satisfies the Riemann-Hurwitz formula for some σ ≥ 2. We
denote the space of all potential signatures by PG.

(2) When an (h; [n1, t1], . . . , [nr, tr])-generating word for G exists, we call the signature an
actual signature for G. We denote the space of all actual signatures by AG.

(3) If (h; [n1, t1], . . . , [nr, tr]) ∈ PG, but (h; [n1, t1], . . . , [nr, tr]) /∈ AG, we say it is a non-
signature for G.

Clearly we have AG ⊆ PG. Our goal is to provide necessary and sufficient conditions for when
the set of non-signatures, PG −AG, is finite. We start by describing explicitly the set PG.

Theorem 3.1. A tuple (h; [n1, t1], . . . , [nr, tr]) is in PG for ni ∈ Ord(G) if and only it is not one of
the tuples in Table 1.

Proof. Simple application of the Riemann-Hurwitz formula shows that these are the only signatures
which don’t satisfy the arithmetic conditions given in Theorem 2.1 to be the signature of G acting
on a surface of some genus σ ≥ 2. �

Remark 3.1. We use standard notation in Table 1 with Cn denoting a cyclic group of order n,
Dn a dihedral group of order 2n, An the alternating group of degree n, Sn the symmetric group of
degree n, and G : H a semi-direct product of G and H.

As indicated in Table 1, many of the excluded tuples do occur as signatures of a group action,
just in genus 0 or 1. For more details; see [21] for genus 1 and [23] for genus 0. The only exceptions
are cases 2, 4 and 14. For the first two of these cases, the Riemann-Hurwitz formula produces
a negative value for σ, and for the third, a non-integer value. However, in all three cases, it is
impossible to construct a generating word for any group with such a signature since it would not
satisfy condition (2c) of Theorem 2.1. For the first two cases, this is clear. For the signature
(h; [n1, t1], . . . , [nr, tr]), since |G| = 2km for m odd, any Sylow 2-subgroup will be cyclic which in
turn implies that G has a unique normal subgroup H of order m. It follows that the quotient group
G/H is cyclic of order 2k, and any generating word for G reduces to a word of elements in G/H
which satisfies condition (2c) of Theorem 2.1. By Harvey’s Theorem, [14], this can only happen if
the tuple contains an even number of elements whose order is divisible by the largest power of 2
dividing |G|.

4. Necessary and Sufficient Conditions for a Group to Act with Almost all
Signatures

We are now ready to consider the problem of determining conditions for when a finite group is
AAS. Before we prove the main result, we start with some initial observations about AAS groups.
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Case Tuple Genus of S G
1 (0;−) 0 Trivial (order 1)
2 (0; [ni, 1]), ni ∈ Ord(G) no actions
3 (0; [ni, 2]), ni ∈ Ord(G) 0 Cni

(order ni)
4 (0; [ni, 1], [nj , 1]), no actions

ni, nj ∈ Ord(G), i 6= j
5 (0; [2, 2], [ni, 1]), 0 Dni (order 2ni)

ni ∈ OrdG
6 (0; [2, 1], [3, 2]) 0 A4

7 (0; [2, 1], [3, 1], [4, 1]) 0 S4

8 (0; [2, 1], [3, 1], [5, 1]) 0 A5

9 (0; [2, 1], [3, 1], [6, 1]) 1 (Cu × Cv) : C6

u, v ∈ Z+ (order 6uv)
10 (0; [2, 1], [4, 2]) 1 (Cu × Cv) : C4, u, v ∈ Z+

u, v ∈ Z+ (order 4uv)
11 (0; [3, 3]) 1 (Cu × Cv) : C3,

u, v ∈ Z+ (order 3uv)
12 (0; [2, 4]) 1 (Cu × Cv) : C2,

u, v ∈ Z+ (order 2uv)
13 (1;−) 1 (Cu × Cv),

u, v ∈ Z+ (order uv)
14 (h; [n1, t1], . . . , [nr, tr]), no actions does not occur if

where the sum of the ti |G| = 2km, where
over the i such that m is odd and k > 0
2k | ni is odd

Table 1. Tuples Excluded from PG

Lemma 4.1. Suppose the group G is AAS. Then for every ni ∈ Ord(G)

(1) the commutator subgroup [G,G] contains an element of order ni, and
(2) G is generated by elements of order ni.

Proof. In each case, it suffices to provide an infinite list of non-signatures for any G which doesn’t
satisfy the given condition.

In case 1, suppose that the commutator subgroup of G does not contain an element of order ni.
By Theorem 3.1, each tuple (h;ni) with h ∈ Z+ is a potential signature for G. However, no such
tuple can be an actual signature for G since 2c from Theorem 2.1 cannot possibly hold.

In case 2, suppose that G is not generated by elements of order ni. By Theorem 3.1, each tuple
(0;ni, . . . , ni︸ ︷︷ ︸

t

) for t ≥ 3 when ni > 3, t ≥ 4 when ni = 3 and t ≥ 5 when n = 2 is a potential

signature for G. No such tuple can be an actual signature for G since condition (2a) from Theorem
2.1 cannot possibly hold. �

Corollary 4.2. All AAS groups are non-abelian.

Proof. Since abelian groups have trivial commutator subgroups, condition (1) of Lemma 4.1 fails.
�
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We will see in Corollary 4.5 that the conditions in Lemma 4.1 are also sufficient for a group G to
be AAS, but first we need some notation and terminology. For a given finite group G and elements
x1, . . . , xt ∈ X ⊆ G, we call the product x1 · · ·xt = g a word in X of length t representing g. Let
`(g,X) denote the length of the word of shortest length among all words in X representing g and
let MG(X) = max{`(g,X) : g ∈ G}.

Lemma 4.3. For G a finite group and X an inverse closed generating set of G, if eG can be
represented as a word in X of odd length, then there exists an integer MinWord(G,X) so that for
any g ∈ G and any t ≥ MinWord(G,X) there is a word of length t in X representing g.

Proof. Let k be the smallest odd integer such that weG is a word in X of length k representing eG
(such a k exists by assumption) and let MinWord(G,X) = MG(X) + k. We shall show that any
g ∈ G can be represented by a word of length t in X for any t ≥ MinWord(G,X).

Fix some x ∈ X. For a given g ∈ G we can represent g by a word w1 in X of length `(g,X).
When t− `(g,X) is even, then w2 = (xx−1)(t−`(g,X))/2 is a word in X of even length t− `(g,X) > 0
representing eG. When t − `(g,X) is odd, then w2 = weG(xx−1)(t−`(g,X)−k)/2 is a word in X of
odd length t− `(g,X) ≥ k representing eG. In both cases, the word w1w2 = g has length t. �

For an inverse closed generating set X of a finite group G, we let MinGen(X) denote the smallest
subset of X that generates G. Before we restrict our attention to AAS groups, we consider the
following more general statement about the realizability of signatures as the orbit genus or tail
length exceeds certain bounds.

Theorem 4.4. A potential signature (h; [n1, t1], . . . , [nr, tr]) for the group G lies in A(G) if either of
the following conditions hold:

(1) h ≥ MinWord([G,G], X[G,G]) + dMinGen(G)/2e and for ni 6∈ Ord([G,G]), either ti is even,
or both ti ≥ 3 is odd and ni is odd, or

(2) ti ≥ MinWord(G,Xni)+max(0,MinGen(Xni)−2h) for some ni ∈ GenOrd(G)∩Ord([G,G]).

Proof. We apply Lemma 4.3 to the sets Xni
and X[G,G] given in the statement of the theorem as

generating sets of G and [G,G] respectively, so we first check the condition of the lemma, i.e. that
eG can be represented as a word of odd length.

Clearly X[G,G] generates [G,G]. Also, since each element of X[G,G] is of the form [x1, x2] for
x1, x2 ∈ G, for any x ∈ G, the commutator [x, eG] is a word in X[G,G] of length one representing
eG.

As for the particular ni in condition (2), by assumption Xni
generates G. To see that eG can be

represented by a word of odd length in Xni
first observe that the words of even length in Xni

are
closed under multiplication and hence form a subgroup H of index at most two in G. If H = G,
then any x ∈ Xni can be represented as a word w in Xni of even length, and hence wx−1 = eG is
a word of odd length in Xni representing eG. If H has index two, then [G,G] ⊂ H. Since we are
assuming ni ∈ GenOrd(G) ∩ Ord([G,G]), it follows that there is some x ∈ H ∩ Xni

. But then x
can be represented by a word w of even length in Xni

, giving a word wx−1 in Xni
of odd length

representing eG.
We are now ready to prove the result. We shall show that there exists an (h; [n1, t1], . . . , [nr, tr])-

generating word for a group G which satisfies either of the conditions by building subwords corre-
sponding to each term in (h; [n1, t1], . . . , [nr, tr]) and concatenating them.

For condition (1), when ni 6∈ Ord([G,G]), let x be any element of order ni. Then we can represent
eG with the word wni = (xx−1)ti/2 when ti is even and wni = (xxx−2)(xx−1)(ti−3)/2 when ni is
odd and ti ≥ 3 is odd. Note that x−2 is in Xni

since ni is odd. When ni ∈ Ord([G,G]), then for any
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x ∈ [G,G] of order ni we can build a word wni = xti of length ti whose product then lies in [G,G].

By construction, the word wn1 · · ·wnr is in [G,G]. Finally, we build a word wh =
∏h

i=1[ai, bi]
as follows. Let ai, bi for i = 1, . . . , dMinGen(G)/2e be elements that generate G and let wMin =

Π
dMinGen(G)/2e
i=1 [ai, bi]. Now, since h − dMinGen(G)/2e ≥ MinWord([G,G], X[G,G]), by Lemma 4.3,

we can choose elements ai, bi for i = dMinGen(G)/2e+1, . . . , h so Πh
i=dMinGen(G)/2e+1[ai, bi] is a word

of length h−dMinGen(G)/2e representing w−1Min(wn1 · · ·wnr )−1. Then the word whwn1 · · ·wnr is an
(h; [n1, t1], . . . , [nr, tr])-generating word for G and so it follows that (h; [n1, t1], . . . , [nr, tr]) ∈ A(G).

For condition (2), without loss of generality, we can assume that nr ∈ GenOrd(G)∩Ord([G,G]).

Let X ⊆ Xnr
be a generating set of G of size MinGen(Xni

). First, we build a word wh =
∏h

i=1[ai, bi]
as follows. If 2h ≥ MinGen(Xni

), we choose the ai and bi from the elements in X, ensuring that
all elements of X are listed once, and allowing repeats. If 2h < MinGen(Xni

), we choose ai, bi for
i = 1, . . . , h to be distinct elements of X. For i = 1, . . . , r − 1 we choose words wni = xtini

of length
ti where xni has order ni. For i = r, we construct the word wnr = x1 · · ·xtr as follows. If 2h >
MinGen(Xni

), then since tr ≥ MinWord(G,Xnr
) by Lemma 4.3, there is a word wnr

inXnr
of length

tr with wnr
= (whwn1

· · ·wnr−1
)−1. If 2h < MinGen(Xni

), we choose {x1, . . . , xMinGen(Xni
)−2h}

from the remaining elements of X which were not chosen in the construction of wh. This leaves
tr − (MinGen(Xni

) − 2h) ≥ MinWord(G,Xnr
) letters in the word wnr

. It follows that there is a
word w in Xnr of length tr − (MinGen(Xni)− 2h) with

w = (whwn1 · · ·wnr−1x1 · · ·xMinGen(Xni
)−2h)−1

by Lemma 4.3, so we let wnr
= x1 · · ·xMinGen(Xni

)−2hw. In both cases, whwn1
· · ·wnr

is an

(h; [n1, t1], . . . , [nr, tr])-generating word for G and thus (h; [n1, t1], . . . , [nr, tr]) ∈ A(G). �

We can now apply this result to determine necessary and sufficient conditions for when a finite
group G is AAS.

Corollary 4.5. A finite group G is AAS if and only if for every ni ∈ Ord(G)

(1) the commutator subgroup [G,G] contains an element of order ni, and
(2) G is generated by elements of order ni.

Proof. The necessity of the conditions are proved in Lemma 4.1.
In order to prove the sufficiency of the conditions, we apply Theorem 4.4. First observe that

the restriction in case 1 of Theorem 4.4 is irrelevant since Ord([G,G]) = Ord(G). For case 2 of
Theorem 4.4, since any group which is AAS will have GenOrd(G) = Ord(G), we only need to check
that there is one ni with a corresponding ti satisfying the bound in Theorem 4.4 in order to apply
the theorem. Then, any signature (h;m1, . . . ,ms) = (h; [n1, t1], . . . , [nr, tr]) where

h+ s ≥ MinWord([G,G], X[G,G]) + dMinGen(G)/2e

+

r∑
i=1

(MinWord(G,Xni) + max(0,MinGen(Xni)− 2h))

satisfies either condition (1) or (2) of Theorem 4.4 since either h ≥ MinWord([G,G], X[G,G]) +

dMinGen(G)/2e, or s ≥
∑r

i=1 (MinWord(G,Xni
) + max(0,MinGen(Xni

)− 2h)) and so by the
Pigeon-Hole principle, one particular ti must be large enough to apply Theorem 4.4. Thus P(G)−
A(G) is finite. �

Our main result now follows from Corollary 4.5.

Theorem 4.6. A non-abelian finite simple group is AAS.
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Proof. Since G is simple, its commutator subgroup is all of G, hence condition (1) of Corollary 4.5
is satisfied. For condition (2), observe that for a given ni, if we let H be the subgroup generated
by a conjugacy class of elements of order ni, then H is normal, and hence equal to G. �

5. Families of AAS Groups

Non-abelian simple groups are just one family which satisfy the two conditions given in Corollary
4.5. In this section, we look at AAS groups more generally. We start with the following, which
shows that AAS groups fall into two very different categories.

Proposition 5.1. If a group G is AAS, then it is either a non-abelian p-group or a perfect group (a
group whose commutator subgroup is the whole group).

Proof. Suppose that G is AAS. Corollary 4.2 ensures that G is not abelian.
Now suppose that G is not a p-group, and let p and q be distinct primes dividing |G|. Since G

is AAS, by condition (2) of Corollary 4.5, G must be generated by elements of order p. It follows
that G/[G,G] must also be generated by elements of order p and so must be elementary abelian
of order pk for some k. By identical reasoning, since G is also generated by elements of order q,
we know G/[G,G] is elementary abelian of order qs for some s. It follows that G/[G,G] must be
trivial, and in particular, G is perfect. �

Proposition 5.1 leads to the obvious question of whether it is sufficient for an AAS group to be
either perfect or a non-abelian p-group. Unfortunately this is not the case. Though we shall see in
the following that it is quite easy to generate families which are AAS, or are not AAS, determining
a unified statement about such groups seems to be a very difficult problem. With this in mind, our
goal here is to provide evidence, both computationally and through explicit examples of families,
to motivate further study toward such a unified statement.

5.1. p-groups. We now show there are infinite families of finite p-groups that are AAS, and infinite
families of finite p-groups that are not AAS.

Proposition 5.2. A non-abelian finite p-group of order pn and exponent pn−1 is never AAS.

Proof. Suppose G is a p-group of order pn. Since p-groups have a normal subgroup of every possible
order, let H be a normal subgroup of G of order pn−2. Then the quotient G/H has order p2 and
hence is abelian, so the commutator subgroup [G,G] is a subgroup of H. Since H has order pn−2, it
cannot contain an element of order pn−1, so neither does the commutator subgroup [G,G]. Hence
G fails condition (1) of Corollary 4.5. �

We can, in fact, exhibit a larger family (containing the family in Proposition 5.2) of non-abelian
p-groups which are not AAS.

Corollary 5.3. No metacyclic groups are AAS.

Proof. First, a metacyclic group which is not a p-group is not perfect, so cannot be AAS. Now,
suppose that G is an AAS metacyclic p-group of order pn with normal cyclic subgroup C and cyclic
quotient G/C. Now, by assumption, G is generated by elements of order p, so it follows that G/C
is also generated by elements of order p. Therefore, G/C is cyclic of order p, and C has index p in
G. It follows that C is cyclic of order pn−1 and so G has exponent pn or pn−1. In the first case,
G is abelian so cannot be AAS by Corollary 4.2, and in the second case Proposition 5.2 shows G
cannot be AAS. �
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Proposition 5.2 and Corollary 5.3 illustrate specific examples of p-groups which are not AAS. It
is also fairly straightforward to construct explicit examples of AAS p-groups. Since any non-abelian
p-group of exponent p must, by definition, be generated by elements of order p, and has a non-trivial
commutator containing at least one element of order p, we can conclude that

Proposition 5.4. A non-abelian finite p-group of exponent p is AAS.

Once we find p-groups that are AAS, it is easy to generate more.

Theorem 5.5. Let G be a finite p-group of exponent pe that is AAS. Let H be any other finite
p-group of exponent pd where d ≤ e, such that H is generated by elements of order p. Then G×H
is AAS. In particular, the direct product of two AAS p-groups is an AAS p-group.

Proof. First note that the commutator subgroup of G × H is the direct product of [G,G] and
[H,H]. In particular, since [G,G] contains elements of all possible orders and Ord(H) ⊆ Ord(G),
it follows that the commutator subgroup of G × H must contain elements of all possible orders.
Hence condition (1) of Corollary 4.5 is satisfied.

Now suppose that pi ∈ Ord(G). By assumption, G is generated by elements of order pi, so let
g1, . . . , gk be such a set of generators. Also, by assumption, H is generated by elements of order p,
so let h1, . . . , h` be such a set of generators. Then it follows that the elements (gi, eH) and (g1, hj)
for 1 ≤ i ≤ k and 1 ≤ j ≤ `, all of which have order pi, generate G ×H. Hence condition (2) of
Corollary 4.5 is satisfied. �

The importance of Theorem 5.5 is that once we have found a single AAS p-group of any exponent,
we can generate infinitely many other AAS p-groups of that same exponent simply by forming direct
products. This suggests that AAS p-groups should appear quite regularly as the order of the group
increases. Indeed, for p 6= 2, there exists at least one AAS p-group of order pn for n ≥ 3 which
may be constructed by taking a direct product of the non-abelian p-group of order p3 (AAS by
Proposition 5.4) with an appropriate elementary abelian p-group.

Although the frequency with which AAS p-groups appear should increase as the group order
increases, how the number of them increases relative to the growth rate of p-groups is not clear
from our current work. The available computational data on p-groups is limited, as the orders of the
groups quickly get beyond the capabilities of computer algebra systems, so it is difficult to determine
reasonable conjectures from computational data. Therefore, we venture that an interesting line of
study would be of the asymptotic limit

lim
n→∞

(# AAS p− groups of order pn)/(#non-abelian p− groups of order pn).

In Magma [2], we checked all p groups for p ∈ {2, 3, 5, 7} up to exponent 9 for p = 2, and up to
exponent 7 for the odd primes, and found only a small handful of AAS examples not covered by
Proposition 5.4.

5.2. Perfect Groups. As with p-groups, we illustrate specific examples of perfect groups which
are AAS, and others which are not AAS. We already know from Theorem 4.6 that non-abelian finite
simple groups form a family of perfect groups which are AAS. We now show that not all perfect
groups are AAS.

Proposition 5.6. If q is odd, then SL(2, q) is not AAS.

Proof. For each such group, there is a unique subgroup of order 2, hence SL(2, q) cannot be gen-
erated by elements of order 2. �
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Conversely, it is not necessary for a perfect AAS group to be simple.

Example 1. Using Magma, [2], we can verify that, up to order 2000, there are 10 different perfect
AAS groups that are not simple – two of order 960, one of order 1080, four of order 1344, and three
of the eight perfect groups of order 1920. We note that one of the AAS perfect groups of order 960
is the group of inner automorphisms of the wreath product of C2 and A5.

Moreover, as with p-groups, once we have found a perfect AAS group, it is easy to construct
more.

Theorem 5.7. If G, H are AAS groups and |G| and |H| have the same primes in their factorization,
then G×H is AAS.

Proof. Theorem 5.5 shows the result for p-groups, so we only need prove the result assuming that
G and H are perfect AAS groups. Assuming G and H are perfect, it follows that G × H is also
perfect and thus we need only check condition (2) of Corollary 4.5.

We need to show that for any n ∈ Ord(G×H), the elements of order n generate G×H. Now if
n ∈ Ord(G ×H), then n = lcm(k,m) where k is the order of an element of G and m is the order
of an element in H. Let (g, h) be an arbitrary element in G×H. We shall show that (g, h) can be
written as a product of elements of order n.

First assume both k,m > 1. Since both G and H are AAS, Lemma 4.3 applies to the sets Xk ⊂ G
and Xm ⊂ H, so let t = max(MinWord(G,Xk),MinWord(H,Xm)). Then g can be represented as
a word g1 · · · gt of length t in Xk and h can be represented as a word h1 · · ·ht of length t in Xm. It
follows that (g, h) =

∏t
i=1(gi, hi) where each (gi, hi) has order n, hence (g, h) can be written as a

product of elements of order n.
Next assume without loss of generality that m = 1. It immediately follows that k = n. Now if p is

any prime dividing k, then by assumption p||H|. Since both G and H are AAS, Lemma 4.3 applies
to the sets Xk ⊂ G and Xp ⊂ H. Therefore, we let t = max(MinWord(G,Xk),MinWord(H,Xp)).
Then g can be represented as a word g1 · · · gt of length t in Xk and h can be represented as a word
h1 · · ·ht of length t in Xp. It follows that (g, h) =

∏t
i=1(gi, hi), where each (gi, hi) has order n, and

so (g, h) can be written as a product of elements of order n. �

As with Theorem 5.5 for p-groups, the importance of Theorem 5.7 is that once we have found
a single AAS perfect group, we can generate infinitely many other AAS perfect groups by forming
direct products with itself, or with other AAS perfect groups with the same primes in its factor-
ization. In particular, this immediately shows that there are many perfect groups which are not
simple but are AAS, as we can take as many direct products of a simple group with itself as we
please. As with p-groups, this suggests that AAS groups should appear quite regularly as the order
of the group increases. How this number increases relative to the growth rate of perfect groups is
not clear from our current work. Therefore, as with p-groups, we venture that an interesting line
of study would be a study of the asymptotic growth rate of AAS perfect groups.

Magma [2] contains a database of all perfect groups up to order 50,000. We tested each of these
for AAS and found that there are 229 perfect groups up to order 50,000, of which 26 are simple,
and 86 are non-simple and AAS, and 117 are not AAS.
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